
MORE VARIANTS

-

OFINGMACHINES



Recall: Saw that the followingmodifications did NOT

affect the computational power of o u r Turing machinemodel:

• Adding
a "stay" action for the tape head

• Adding a left end marker

Showed these equivalence
s

by
way of

"simulations"

"Vanilla" model c a n simulate the operatio
n

of the modifiedmodel,

and v i c e v e r s a ⇒ Equivalent!

Today: More modifications to the model



What functionality c a n o n e add to o u r existing definition of TMs?

→ Add a n extra bidirectional tape

Addin

g
a n extra stack to a PDA could let m e recognize

α = {a"b"c"/n≥0}, which is not context-free.

Canadding
a
tape (or multiple such) to a T M

increase its computational power? No!

Easy to simulate a one-tapeTM with a multiple-tape TM

What about the other way?



Suppo

se
I have a

one-

tape
7M Me, a n d I want to

simulate a k-tape TM M .

M must have k heads, each pointin
g

to s o m e letter o n each tape

How long
a
string does each tape contain at any

point i n a run?

Finite!

How large is the tape alphabet of M? What is the
worst case?

Countable

Track contents of a l l tapes, current position
s of

al l tape heads

easy:
-

concatenate with separators
"how?

Could add a n e w
"head symbol"for each tape,

but this needs u s to modify transitions to "ignore" this symbol.

-



Extend the tape alphabet

Add a n e w "this i s the head" symbol for every
tape symbol

F -- F u k u . . . v i . v {#} U Y {a/a c-
Ti}

The transitions o n @ r e m a i n the same a s o n a .

- . I S / . . . . 8/9,61,E))
↑

= (q: (a , a'). (LR
),! ! !

i s simulated a s follows



b a 1 I

# # I t # % # #
↑

☒ d (q, (b,1)) =
(q'. (b,1)

.

(R.R))

Input starts a t the first#
Scan al l the way right t i l l you s e e k+1#s

Scan back left t i l l
you

s e e a w to the leftof a #

Scanright, kee
p

trackofthe "head symbols"
,

and

finally make the appropriate change i n configuration. Sto
p if

r o r t .

Moreback left to the leftmost#and repeat.



What functionality c a n o n e add to o u r existing definition of TMs?

→ Add non-determinism

8: Qx P → Q x r
× {L,R}

O'≤ Q× P x (Q×r× {L,R})
Does this add extra computationa

l
power?



What functionality c a n o n e add to o u r existing definition of TMs?

→ Add non-determinism

8: Q x P → Q x r
× {L,R}

O'≤ Q × r x (Q×r× {L,R})
Does this add extra computationa

l
power? No!

Unsurprisingly,
w e c a n

determinize
a
non-deterministic TM

(just like w e did for NBA!)

Keep track of the tree of possibilities, each node a configuration

Each branch represent
s

a
possibl

e

computation

What if a branch i s infinite?
Do NOT do depth-first search!



Breadth-first search of the tree

Explore each branch to the s a m e depth before proceedin
g

Visit each node t i l l w e h i t a n accepting configuration

Use
a
deterministic TM with multiple tapes

* One to hold the input (the contents of thistape n e v e r change
)

* A work tape to simulate nondeterministicoperatio
n

o n

* A tape to kee
p
track of where i n the tree o n e i s currently

\ Contains
s o m e

node of tree
(expresse

d
a s thepath from root):

Simulate operatio
n

using work tape, see if end up i n t E Q

I f not, m o v e o n to lexicographically next mode


