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Recall: Regular languages had regexes a s a representatio
n

We
s a w that for some non-regular languages. w e

could write
grammars

to represen

t
them.

A
grammar

i s a 4- tuple of the form (NT,
T.R.IE#t

symbol

1 I 'setof
set of

non-terminals
set of production

terminals rules

Eachproductio
n

rule i n a
context-free

grammar

has a
non-terminal

o n the left,

followe

d by::= o r →
,
and

some sequenceof terminals & non-terminals o n the right .



We
gave

a grammar for

L = {w/ w contains a s many
'a's a s 'b's} ≤ {a,b}

*

a s follows

S : = E/asb/bsa/SS

G =
(NT, T , R , S)

where NT = {S}

T = {a, b}

R = {S:-E, S: : =asb, S:-bsa, 5 : : : SS}



The m a i n u s e of CFGs is i n parsing.

For example. I might want to recognize the language of

a l l strings with balanced parenthese
s

But the s a m e CFG from above does not work for this!

α ; {w/o
contains a n equal numberof

'

( ' a n d ' ) : an

d}
every prefix s of w contains a t least

a s many
'

( 's a s

'

) 's

This
i s a very

verbose description.

What i s a CFG for α ?



S:-E/(s)/SS

G. ({s}, {C.)}. {S:-E, S:--(s). S:-SS},s)

How do
w e prove that α (G) = α ,?

①
Show that

every
string

w e α (G) i s sit. w e do.

②
Show t h a t every string w e do, i s s-t. W e α (G).

Possible
c a s e s for w :

W = E : S : E ✓



w=(w'(:X

w=)w'(:X

w=)w' ) :X

w - _ (w'): Let wp be the leftmost prefixof (a) si t .

#
'

(
' (wp) = # ' I '(up)

Let W-wp.ws

( a ) Wp = W : S : - ( s ) S::=w'

(b) Wp ≠ w :
S : : - Wp S::-W, S: : -SS


